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only a few degrees resulting in sensible heat exchanges which averages near zero 

and ranges between ± 5 to 10 W m-2 (Figure 18b). Large temperature differences 

between the ocean and the atmosphere during the late fall, and winter, cause large 

sensible heat losses which can exceed 100 to 150 W m-2 (Figure 18b). The contri

bution of latent heat loss (Qlat) to the ice free heat budget is usually insignificant 

compared to sensible contributions, being typically 4 to 10 times smaller (Figure 

18b and Table 3). The low values for latent heat exchanges are typical for maritime 

environments and result from high relative humidity (Figure 16c) which suppresses 

evaporation. Daily averaged humidity at Faraday is 80 to 90% while relative hu

midities between 95 and 100% were recorded during the March to May 1993 (93B) 

cruise [Smith et al., 1993a]. 

The summer heat budget is dominated by surface heating from short wave radi

ation while the winter budget has large sensible heat losses through ice-free leads. 

Sensible heat losses through leads are episodic and reflect fluctuations in the at

mospheric temperature (Figure 16b). The largest sensible heat losses (i.e. 100 to 

150 W m-2) typically occur when light to moderate winds (i.e. 2 to 5 m S-1) are 

out from the south with cold atmospheric conditions (Figure 17). These significant 

sensible heat losses during the winter combine with the persistent heat loss from 

long wave radiation to force overall ice-free heat budget (Qopen) to cool the surface 

with losses on the order of 150 to 200 W m-2
. 

Occa..'lional mid-winter, warm atmospheric conditions (e.g., days 135 and 210-

220 in Figure 18c) can change sensible heat exchanges from winter maximum heat 

losses to near zero values. On occasion, sensible heat exchanges are positive causing 

surface AASW warming during the winter. 

The approach used to obtain daily values of SST (Section 3.1.3) introduces un

certainty into the ice free heat budget (Qopen). To evaluate the sensitivity of the 

calculation to SST, the heat budget was recalculated with SST=O°C (Q~en)' Other 
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choices for SST between -2 and 2 °C yield quantitatively similar results when recal

culating the budget (analysis not shown). The average relative error (RE) between 

the ice-free budget and the ice-free budget with SST=O (Figure 19b), is approxi-

mately -12% with the largest errors resulting during the fall and winter when sensible 

heating is important in the ice-free heat budget. This average is artificially inflated 

by a few days when the calculated ice-free budget is near zero and small variations 

between the two calculations result in fairly large percentages. 

During late-spring through early-fall, short wave radiation dominates the bud-

get and errors due to the choice of SST are minimal because SST primarily enters 

the calculation through sensible heat fluxes in the fall through winter months. As 

the dominance of short wave heating diminishes in the fall, the temperature differ

ence between the atmosphere and the ocean increases, (~air-ssT ~ 15°C) and the 

contribution of SST to the overall heat budget through sensible heating increases. 

This winter temperature difference between the atmosphere and ocean is largely 

determined by changes in the atmospheric temperature as SST remains close to the 

freezing point. Thus variations in the winter sensible heat exchanges are coincident 

with variations in the atmospheric conditions. 

4.1.3 Heat and salt flux through the permanent pycnocline 

As discussed in Section 3.2.2, the presence of warm, salty water of oceanic origin 

on the shelf provides a reservoir of heat and salt that can be transfered across the 

permanent pycnocline into the AASW layer. 

A necessary condition for the double diffusive instability is Turner Angle (Tu) 

< 45° [Kelly, 1984J. A sample vertical distribution of temperature and salinity for 

the 600.140 station (Figure 20a) illustrates the double diffusive calculation using the 

MC76 model (Figures 20b-c). The permanent pycnocline for 600.140 is characterized 

by Tu on the order of -65 to -50° (Figure 20b), which results in a maximum double 
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diffusive heat flux of 8 W m -2 at a mid-pycnocline depth of 210 m, the depth of the 

maximum of temperature and salinity gradients (Figure 20a,b). 

Double diffusive mixing coefficients associated with the maximum double diffu

sive heat flux are found using (15) and (16) as KLt= 1. 5 x 10-4 and KId = 1.2xlO-5 

m2 S-1, respectively (Figure 20c). The order of magnitude difference between KL 
and KId is typical of double diffusive regimes with Rp > 2 (Tu < -50°C) (Figure 

10). The box model calculations presented in Smith et al. [1999J and Klinck [1998J 

required different vertical mixing coefficients to balance onshore fluxes of heat and 

salt in order to maintain the observed hydrographic structure of the sub-pycnocline 

waters. 

The across-shelf distribution of double diffusive heat flux, calculated using the 

MC76 model and temperature and salinity data collected during the 1993 fall cruise 

across the 600 line, is fairly uniform with maximum values around 10 W m-2 (Figure 

21). The fluxes are found at depths associated with the permanent pycnocline and 

tens of meters below WW (sub-surface temperature minimum in Figure 20). The 

only significant structure in the across-shelf distribution occurs at the shelf break 

boundary between modified-UCDW and UCDW, where fluxes in the ACC exceed 

30 W m-2 . 

Winter double diffusive heat fluxes, calculated as above, tend to extend deeper 

into the water column than they do in the fall by 10 to 20 m; however, the maximum 

heat flux remains at about 10 W m-2 (Figures 21a and b). Similar calculations, 

for transects sampled during the other cruises, indicate that spatial and temporal 

variability in the double diffusive heat flux is small and subtle differences which 

occur are within the accuracy of (14) and the data used (analysis not shown). 
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4.2 Bulk ocean budgets 

The vertically averaged distributions of temperature and salinity indicate that most 

hydrographic variability between cruises during the 1993-94 sampling season oc

curred in the top 100 to 150 m of the water column with very little change in 

the sub-pycnocline waters (Figure 22). This result is consistent with the statistics 

caleulated on the a=27. 74 (Figure 3) and confirms an analysis of historical data 

[Hofmann et al., 1996J indicating that the sub-pycnocline shelf waters to the west of 

the Antarctic Peninsula exhibit little variability over longer time scales. A station-

by-station comparison of the temperature and salinity distributions [Klinck, 1998J 

indicates that subtle changes in the sub-pycnocline hydrography occurs and may be 

related to variability in the location of ACC relative to the west Antarctic Peninsula 

shelf break. 

Given the persistent temperature and salinity characteristics, a potential first 

order heat and salt balance for the sub-pycnocline waters is between onshore and 

vertical diffusion as discussed in Smith et al. [1999J. A model is shown schematically 

(Figure 2) where onshore diffusion represents several processes such as diffusion down 

gradients between the shelf and oceanic waters and eddy transport from the ACC. 

Likewise, the processes represented in the vertical are down-gradient diffusion and 

double diffusion. 

With the assumptions of a balance between onshore and vertical diffusion, (1) 

yields 

a 

( 40) 

which is a set of two equations with four unknowns, KI, K~, K?; and K~. 
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The equations can be further reduced by assuming that horizontal diffusion is 

the same for heat and salt (Le. KJ: =KtJ. Based on the results given in Section 

(4.1.3) the analogous assumption cannot be made in the vertical (i.e. K; f- K~) 

thus allowing for differential, vertical transfer of heat and salt. 

Given reasonable choices for horizontal diffusion of KJ: = Kk = 10 to 100 m2 

S~l [Klinck, 1998; Smith et al., 1999J the balancing vertical fluxes are found with 

KJ' = 1x10~5 to 1x10-4 m-2 S-l and K~ = 8xlO-7 to 8xlO~6 m-2 S-l. The 

horizontal salinity gradient would need to be nearly an order of magnitude greater 

than observed to maintain a balance with K; = K~. This result is consistent (within 

an order of magnitude) with the results from the MC76 double diffusive calculation 

presented in the previous section (Section 4.1.3) and indicates that the observed 

sub-pycnocline hydrography can be maintained under the balance of horizontal and 

vertical diffusion. The most consistent balance is achieved with different vertical 

diffusion coefficients for heat and salt. double diffusion has an important role in the 

vertical transfer of heat and salt across the permanent pycnocline along the western 

Antarctic Peninsula. 

Seasonal changes in the thermohaline properties of AASW occur (Figure 22) and 

the average heat and salt fluxes necessary to produce the observed changes can be 

found by 

(41 ) 

where a;:; and ~~ are approximated by the temperature and salinity changes between 

cruises and the thickness of the AASW layer (0 to 11 0 m) defines the upper (z = hu) 

and lower (z = hi) limits for the integrals . 
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The observed AASW hydrographic changes from the fall (93B) to the winter 

(93C), correspond to an average heat flux loss of 47 W m-2 and a salinity fluxes of 

1.5 mg salt m2 S-I. Conversely, the heat gain and flux of salt from winter to the 

summer (94A) are 40 W m-2 and -1.0 mg salt m-2 S-I. 

The time-integrated heat budget for the ice-free heat flux (Figure 23) shows 

an annual cycle in heating and cooling. Similar calculations which include the 

contributions from double diffusion and ice processes are also presented (Figure 23) 

as an indication of overall closure for the heat budget. 

The average cooling for AASW between the 93B and 93C cruises is 73 W 

m-2 which is found by calculating the average slope of the solid curve in Figure 

23 between days 110 and 225. The cooling is reduced to be 70 W m-2 (using the 

dashed curve in Figure 23) and 72 W m-2 (using the dotted curve in Figure 23) 

when accounting for heating from double diffusion and heat losses to ice, respec

tively. The average heating during the transition from winter to summer (93C to 

94A) is 30 W m-2 and increases to 32 and 35 W m-2 when accounting for double 

diffusion and heat losses to ice, respectively. 

The change in the salt content of the upper 100 to 150 m of the water column 

can be estimated for the same times as a consistency check on the local budgets 

(Figure 22b and d). Neglecting sources of salt from sub-pycnocline waters, the salt 

fluxes are consistent with ice growth/melt rates of approximately 0.25 to 0.5 cm 

day-I. These rates are reasonable for the west Antarctic Peninsula continental shelf 

waters and would result in 0.25 to 0.5 m of ice in 2 to 3 months. The persistent, 

vertical flux of salt through the permanent pycnocline (salt source for AASW) could 

be balanced by precipitation rates on the order of 0.3 m yr- 1 which are well within 

the precipitation rates recorded along the west Antarctic Peninsula (Section 3.4.5). 



t 

7" 0 
E 

.3.-
'I' 
C> 

>< -2 

-4 

-6 

o 

. -. ..,,'\-. 
\ .. 

93A 

'''''--, 
\. 
'. 

\ 
\ 

93B 

100 

" 

\ 
\ ~ 
'V ..... .. 

\ 
\ 

\ ....... , 
" 

\ 
" 

'" -." ....... .- -'.\ 

.... ':' .. ~.~.~.~.~.~ --, 

93C 

200 .300 
days since .Jon. 1. 199.3 

Figure 23. Time integrated 1993 heat budget (f Qopen . dt). The solid 
line represents the integration for the ice free, surface budget only while the 
dashed line represents the calculation with an assumed double diffusive heat 
flux of 5 W m-2 into AASW from below the permanent pycnocline. The 
dotted line is the same as the dashed with an assumed 10 W m-2 heat loss 
included in the calculation during times when the west Antarctic Peninsula 
shelf is ice covered. The times of cruises are indicated with arrows and the 
solid, horizontal line provides the zero reference for the calculation. 

72 



• 

73 

4.3 Results from a thermodynamic ice-mixed layer model 

4.3.1 Model initialization, forcing and spin-up 

A coupled, dynamic-thermodynamic, ice-mixed layer model (Sections 3.3 and 3.4) 

is initialized with observed temperature and salinity from August 1993 (Figure 12a) 

and an idealized area-averaged ice thickness of Aihi=0.5 m. The 1993 atmospheric 

time series from Faraday were repeated and used to force the model for an 8 year 

simulation so model spin-up and stability could be evaluated. 

The simulated temperature and salinity of the mixed layer reproduced several 

key features of the ice-ocean system along the west Antarctic Peninsula including 

the timing of the ice cycle (i.e. timing of ice advance/melt and maximum extent), 

(Figure 24a-c) mixed layer depths (mid) and the depth of the permanent pycnocline. 

As in Kantha and Clayson [1994], the simulated mid is determined by the deepest 

point where the gradient Richardson number (Rig) exceeds the arbitrary threshold 

of 0.7 while the depth of the permanent pycnocline is determined by the depth 33.9 

isohaline. 

The simulated distribution of ice concentration adjusts from its initial winter 

conditions (Aihi=0.5 m to 0.3 m) by the second winter (i.e. -0.2 myel). During 

the second through fourth winters, the simulated ice field increases its winter max

imum ice thickness by approximately 0.02 m per year. After year 3, the simulation 

stabilizes with a maximum winter concentration of .35 m, gaining less than 1 cm 

yr-1 of area averaged ice cover during the last 4 years of the simulation. 

The top 150 m of model undergoes a slow drift towards fresher conditions as seen 

in the salinity field (Figure 24c) with isohalines deepening over time. This drift can 

be seen in all isohalines; however, it is most evident in the 34.0 contour since this 

salinity is generally deep enough to be removed from seasonal processes associated 

with ice and surface forcing. A similar drift can be seen in the temperature field 

a,." the model spins-up with the top portion of the model tending towards colder 
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conditions. This drift is most pronounced during the first four years of the simulation 

and most likely represents the period of time when the model adjusts its initial 

conditions to the prescribed forcing. Over the first four years, key features in the 

AASW (i.e. isotherms and isopleths) deepen at a rate of approximately 4 to 5 m 

yr~l. After the fourth year, the model settles on a rate which is less than 1 m yr~l 

and is considered to be stable. Some of this drift may be due to the oversimplification 

of precipitation (Section 3.4.5) or the missing physics associated with horizontal 

processes. As with the ice, the model appears to adjust after the fourth year when 

the simulated mld and the depth of the permanent pycnocline stabilize as suggested 

by a continuing deepening less than 1 m yr~l. An annual cycle of the simulated mld 

and the depth of the permanent pycnocline develops and is discussed in the next 

section. 

4.3.2 One year (1993) simulation 

A one year record starting in the middle of model year 5 (01 January) is analyzed 

as the 1993 model simulation. The lack of recorded ice thickness along the west 

Antarctic Peninsula makes a direct comparison to observations difficult; however, 

the timing of growth and melt obtained from the simulations can be compared to 

the ice cycle observed in the near-Palmer GSFC SMMR/SSMI ice record (Figure 

26). Simulated thermohaline distributions are compared to observed distributions 

a,.<; a further test of the model stability. 

Ice cycle: Ice occurs in the model for 165 days (5.5 months) of the 365 day sim

ulation (Figure 25a). Both observed and simulated ice fields, exhibit rapid growth 

beginning around day 150 (early May). The initial growth period lasts for several 

weeks and is followed by a period of alternating advance and retreat in ice cover. 

Around day 290 (mid -August), a rapid spring melt begins which persists until day 

310 when the simulated ice cover vanishes. The transition from ice-covered to ice-
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free conditions occurs faster in the simulated fields than in the observations (Figure 

26a). Also, the model fails to reproduce the small observed peak between day 320 

and 340. However, it is difficult to determine if the observed peak in ice cover at 

days 320 to 340 results from ice growth (thermodynamics) or from horizontal ice 

motion. Day 320 through 340 corresponds to a time of winds from the north which 

would tend to advect ice onshore. Horizontal advection is not allowed to contribute 

to changes in ice thickness in (23) and such an event would not be represented in the 

model. In addition to the overall timing of ice cycle, the ice simulations reproduce 

changes in ice thickness which occur on short time scales (a few days) (Figure 26a). 

Heat fluxes and ice growth rates: During the rapid, initial ice growth (day 

150 to 170 in Figure 26a), growth rates at the ice-ocean and the atmosphere-ocean 

interfaces are both positive (growth) and combine to produce a total growth rate on 

the order of 5xlO-7 m S-l (4 cm d- 1) (Figure 26b). This initial, rapid growth ends 

around day 170 when the growth at the base of the ice becomes negative and open 

ocean growth is reduced to nearly zero. From day 170 to the end of the ice cycle, 

melting at the ice-mixed layer interface is small with rates on the order of 0.3x 10-7 

m S-l (0.5 cm d- 1 ) but persistent. 

Throughout the 1993 simulation, the principal balance in (23) is between melt-

ing at the ice-ocean interface and growth at the atmosphere-ocean interface. The 

contribution from surface melting is significant only for a short time during the 

spring melt (e.g., notice that growth rates at the ice-ocean and atmosphere-ocean 

interfaces account for a large percentage of the total growth in Figure 26b). Periods 

of mid-winter ice retreat result when open ocean growth is either zero, or insufficient 

to counter the persistent melting at the ice-ocean interface. Conversely, ice growth 

is episodic and driven by ice formation in open water when oceanic ice formation 

is large compared to under ice melt. Many ice growth periods are characterized by 
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open ocean growth rates in excess of 4x 10-7 m S-1 (5 cm day-I). An example of the 

competition between open ocean ice growth and melting under the ice is illustrated 

between days 185 and 200, at which time formation of ice in the open ocean is essen

tially 0 m S-1, while melt rates at the base of the ice are on the order of 0.02 to 0.05 

m S-1. During this time, the area-averaged ice thickness is reduced by nearly 0.08 

m. Open ocean growth rates becomes non-zero (around day 200), corresponding to 

cold atmospheric temperatures and large open ocean, sensible heat losses (see day 

200 in Figures 16b, 18b,c and 26a,b), at which time ice grows. 

The spring melt begins around day 290 (September-October) and is dominated 

by intense under-ice melting that occurs at a rate of 5 x 10-7 m S-1, which is sufficient 

to reduce the ice cover from its maximum winter value to ice free conditions within 

20 days. 

The model open ocean heat budget is similar to the budget calculated in Section 

4.1.2 (Figures 18c and 27a). In addition to heat fluxes calculated for ice-free condi

tions (Section 4.1.2) exchanges of heat between the AASW and the ice are included 

in the model (Figure 27b). Excluding the peak in heat flux between the AASW and 

the ice (Qio) around day 300, the average winter heat loss from AASW to the sea 

ice is 10 W m-2 (cooling surface waters). The peak ice-free heat flux is on the order 

of 100 W m-2 occurs during the spring melt, and is driven by solar warming. The 

elevated heat fluxes are initiated, and dominated, by heat input into the ice-free 

leads. Increa..'led SST then drives the large, negative under ice melt and spring melt. 

As in the calculation of the ice-free heat budget (Section 4.1.2) the total, modeled 

heat flux (Figure 18a) becomes positive in the spring as a result of increased solar 

heating. 

Salt fluxes associated with brine rejection and melting (Figure 27c) occur only 

with ice cover. Integrating the salt flux over the annual cycle results in a net input 

of fresh water which is equal to the prescribed precipitation (i.e., approximately 
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0.5 m). This comparison provides a consistency check and indicates that horizontal 

advective processes are not dominant and that the salt fluxes associated with the 

ice cycle are closed (i.e. freshening during ice melt cancels brine rejection during ice 

growth). The fresh water input via precipitation is needed to balance the persistent 

flux of salt from modified-UCDW to AASW. 

Hydrographic cycle: Winter AASW hydrography is characterized by T=-1.9°C 

and S=33.8 extending from the surface to a depth of approximately 140 m (Figure 

25b,c). These well mixed conditions persist throughout the winter period (day 

200 to 300) of the simulation when ice cover is present. The surface layers warm, 

and freshen, around day 300 as surface heating drives the spring ice melt, which 

results in significant surface stratification (Figure 25b,c) and shallowing of the mixed 

layer (Figure 25c and 28a). The surface waters continue to warm (mainly) and 

freshen (slightly) throughout the summer due to solar heating and precipitation. 

The persistent erosion of the spring stratification can be seen as the mld deepens 

throughout the year due to surface wind mixing (Figure 25b,c). The simulated 

summer mld is typically between 40 and 80 m (Figures 25c and 28a, b) and peak 

surface temperatures and minimum salinities are 3°C and 33.65, respectively. These 

conditions are about 0.5 to 1°C warmer and 0.5 saltier than observed with the 

differences most likely due to insufficient surface mixing or the lack of horizontal 

processes in the model. 

During the fall, surface temperatures decline under the influence of surface cool

ing (days 400 - 500, Figure 25b) which drives deeper mixing and accelerated erosion 

of the mld. Simulated surface salinities increase slightly during this time as deeper 

mixing injects salt into the upper water column. The salinity for AASW returns 

to winter values as sea ice forms and brine is injected into the surface waters. The 

simulated fall mld is around 80 to 100 m deepen to 120 m in the winter. Around 
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Figure 28. Simulated mixed layer and permanent pycnocline depths and 
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pycnocline (thick) depths. Frequency distribution of simulated mixed layer 
depth for B) summer (0 < day < 60), C) fall (90 < day < 130) and D) winter 
(180 < day < 220). Times were chosen to coincide with the west Antarctic 
Peninsula cruises (Table 1). 
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day 150, the mld intersects the permanent pycnocline indicating that AASW is well 

mixed. 

The permanent pycnocline is deepest (140 m) during the winter. When strati

fication exists within AASW (i.e. the formation of a seasonal pycnocline) the per-

manent pycnocline shallows somewhat as WW warms and becomes more salty from 

the input of heat and salt from below. This shallowing continues until stratification 

is eliminated within the AASW in winter and the permanent pycnocline depth is 

returns to its winter position. The overall trend in the simulated mid agrees with 

those from observations (Figure 28b-c); however, the model tends to mix excessively 

with mid's extending deeper than in the observations. This most likely is due to 

an over estimate of under ice stresses due to large ice velocities; a common result in 

models which use the free drift ice momentum equations [Steel et aL, 1989]. 

Mixing regimes: The 1993 simulated ice field and two of individual components 

of the vertical mixing scheme (Sections 3.3.2 and 3.3.4) are presented in Figure 29. 

The MY2.5 turbulence closure scheme determines the mixing depth due to com pet-

ing factors of wind induced mixing and buoyancy forcing. The deepest mixing occurs 

in the winter when freezing causes brine rejection and surface stress includes mixing 

at the open water interface and from under ice sources. Simulated winter mixing 

reaches depths of 120 to 140 m corresponding to mixing coefficients on the order of 

0.1 to 0.01 m2 S-l. The shallowest penetration of turbulent mixing occurs during 

the spring as a result of surface stratification due to fresh water input from melting 

ice and from surface heating. Simulated spring mixing coefficients are typically 0.01 

Mixing associated with double diffusion (KL= 5x10-5 to 10-4 m2 S-l and 

Kjd=5x 10-6 to 10-5 m2 S-l, respectively) occurs throughout the simulation; the 

maximum double diffusive heat flux is about 10 W m-2 (Figure 30a). Consistent 
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with the hydrographic data (Section 4.1.3), the maximum effects of double diffusion 

occur in the mid-pycnocline. where vertical gradients in temperature and salinity 

are maximum (Figure 29b). Gradient Richardson mixing contributes only for a few 

time steps during spring when surface stratification significantly reduces the abil-

ity of turbulence closure to break down the surface stratification. Otherwise, the 

vertical mixing coefficient from the MY2.5 turbulence scheme (K;jY2.S) is several 

orders of magnitude larger than any other mixing processes in the model, and thus, 

dominates mixing in the water column. 

Nudging: The contribution of the nudging terms in (18) and (19) to the simulated 

distributions is found by vertically integrating (22) (using PoCp T for heat and PoS 

for salt) from the surface of the model to the bottom. The resulting fluxes are the 

sources of heat and salt necessary to maintain the hydrographic character of the 

modified-UCDW (Figure 30a) and serve as an internal consistency check for how 

well the model is performing. 

Results from this integration (Figure 30a) indicate that typical values for the 

replacement fluxes of heat (Q~udge) and salt (Q~udge) are 8 to 12 W m-2 and 0.5 to 

0.6 mg salt m-2 S-l, respectively and are fairly persistent throughout the simulation. 

The integrated heat and salt fluxes in Figure 30a can be converted to effective 

mixing coefficients and compared to the results of the box model calculation pre-

sented in Klinck [1998J and in Smith et a1.[1998J. These fluxes are converted using 

( 42) 

where shelf dimensions and hydrographic values are summarized in Figure 2. The 

I: 
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resulting mixing coefficients from (42) are approximately 15 m2 
S-l for heat and 

salt (Figure 30b) which are similar the the values presented in Klinck [1998] and 

in Smith et al., [1999] and balance vertical heat losses associated with the vertical 

mixing terms in (18). 

4.3.3 Sensitivity to sub-pycnocline heat fluxes 

Given the potential source of heat and salt to AASW from the sub-pycnocline mod

ified version of UCDW (Section 2.2.1), a series of numerical experiments were de

signed to test the sensitivity of the simulated distributions to the sub-pycnocline 

water is presented in this section. As in the reference 1993 simulation, each exper-

iment was initialized with the hydrographic distributions illustrated in Figure 12a 

and spun up to a similar state of equilibrium. Results from the from these equilib

rium (fifth year) of each simulation are compared to the fifth year results from the 

1993, reference simulation. 

The experiments are divided into two categories: sensitivity to changes in the 

temperature of the sub-pycnocline waters, and sensitivity to the parameterization 

of the double diffusive fluxes of heat and salt. 

Temperature of the sub-pycnocline water: The initial conditions associated 

with the shelf sub-pycnocline waters (Figure 12a) were shifted by -0.75, -0.50, -

0.25, 0.25, 0.50 and 0.75°C giving a total range in sub-pycnocline temperatures of 

0.45 to 1.95°C. All other model processes and parameters are held constant. The 

lower end of the temperature range is colder than any shelf measurements in the 

historical data base [Hofmann et al., 1996] while the upper end corresponds to 

temperatures associated with UCDW found on the oceanic side of the shelf break 

Smith et al. [1999]. 

Increasing the temperature of the sub-pycnocline water reduces the overall thick-

ness of the ice at the time of maximum winter ice extent (day 290) (Figure 31a) 
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while decrea..'5ing the temperature results in thicker ice. A temperature increase of 

0.75°C reduces the average ice cover by half (Figure 31c) while decreasing the tem

perature by a factor of two results in 30% increase in simulated ice cover (Figure 

31c). 

The timing of the ice cycle is unaffected by changes in the sub-pycnocline tem

perature. In all simulations, rapid ice growth starts around day 150 and 1a..'5ts for 

several weeks. Similarly, the spring ice retreat begins near day 290. Ice-free condi

tions occur earlier in the simulation with thinner ice (warmer sub-pycnocline water) 

but this is due to a smaller quantity of ice rather than an increased melt rate. 

Simulated mixed layer and permanent pycnocline depths were only slightly af

fected by the changes in the sub-pycnocline temperature. Shallower mld resulted 

in simulations with thicker winter ice (cooler sub-pycnocline temperatures) while 

deeper mld were produced with reduced ice cover (warmer sub-pycnocline temper

atures). The depth of the permanent pycnocline changes very little. 

Parameterization of double diffusion: The mixing coefficients associated with 

double diffusion (KL and K%d) were scaled by factors of 0.0, 0.5, 1.5. 2.0 and 3.0 

while all other model processes and parameters held constant. Removing double 

diffusion (Kr/ =0) resulted in a 50% increase in average winter ice thickness, while 

doubling double diffusion resulted in averaged winter ice thickness reduced by nearly 

50% (Figure 31b,d). If double diffusion is increased by a factor of three, ice free 

conditions occur during mid-winter (day 224, Figure 31b). 

As found for the simulations with modified sub-pycnocline water temperatures, 

the effect of changed vertical heat fluxes on simulated ice thickness at the time of 

maximum winter ice extent was less pronounced than for the average winter ice 

thickness (Figure 31d). The timing of the ice cycle was essentially unchanged with 

different double diffusive fluxes. 
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Changes in double diffusive heat fluxes and horizontal heat replacement from 

the nudging (Figures 29 and 30 a) have similar effects. Increases in double diffusion 

produce slightly deeper spring mld due to reduced ice cover while reductions in 

double diffusion results shallower mld due to increased ice cover. The depth of the 

permanent pycnocline is slightly shallower for simulations with increased K dd . 

An additional simulation done in which the double diffusive effects were replaced 

by a constant background diffusion of (CXbkgrnd=5 X 10-5 m -2 S-1) for both temper

ature and salinity. This simulation represents the default mixing scheme used in 

the MY2.5 mixing scheme. The simulation produces reasonable temperatures for 

AASW (Figure 32), but salinities are generally too high. In particular, winter AASW 

salinities are in excess of the maximum observed winter values of 34 [Hofmann and 

Klinck, 1998]. 

4.3.4 16 year (1978-1994) simulation 

The sixteen year record (1978-1994) of atmospheric conditions at Faraday Station 

provide the opportunity to simulate ice conditions which can be compared to the 

GSFC SMMR/SMMI ice observations from the same time period. The reference 

1993 simulation (discussed in the previous section) is used as initial conditions for 

the sixteen year simulation. The daily average meteorological conditions at Faraday 

Station force the 1978-1994 simulation. 

The modeled ice cycle reproduced many of the high/low (as defined by departure 

from the sixteen year average [Smith et al., 1996]) ice years observed in the GSFC 

SMMR/SSMI ice field (Fig 33a,b). In particular, the model reproduced the record 

low and high ice years in 1989 and 1987 reported by Comiso et al. [1993] and others. 

As in the observed ice field, the model simulated high ice years in 1980, 1981 and 

1982 and low ice years in 1983, 1984 and 1985. The high ice conditions in 1980 

was not produced by the model and may result from imposing climatology in the 
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sub-pycnocline waters through nudging. Minimum spring mid were 10 to 30 m, with 

the deeper mid following years with low ice cover (Figure 33b). The depth of the 

permanent pycnocline was nearly 50 to 70 m shallower in low ice years (Figure 33b) . 
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The ice-free heat flux calculation (Section 4.1.2) provides a context for evaluating, 

ranking and quantifying important processes which affect the of sea-ice distribution 

and hydrographic structure of the west Antarctic Peninsula continental shelf. In 

addition, the numerical simulations provide a mechanism to investigate processes 

at the atmosphere/ice/ocean interface and to evaluate the assumptions used in the 

open ocean heat budget. In this section, the results from the previous section will 

be discussed and, whenever possible, comparisons will be made to other relevant 

studies in this and other regions. 

5.1 AASW heat budgets 

5.1.1 Surface heat budget 

The ice-free heat budget for summer months (Figure lSc) is dominated by input from 

short wave radiation (Qsw) while the winter budget is dominated by episodic sensible 

(Qsens) heat losses. Summer values for the daily-averaged short wave radiation can 

exceed 200 W m-2 (Figure 16a) making it the most significant term in the heat 

budget. The small temperature differences between the atmosphere and AASW at 

this time result in little contribution from sensible heat exchanges (Figure 16b,e 

and lSb). During the winter, small zenith angles shorten the length of daylight for 

the region thereby diminishing the importance of short wave radiation while large 

temperature differences between the atmosphere and AASW result in sensible heat 

losses at the air-sea interface that are on the order of 100 to 150 W m-2 . 

The latent heat flux (Qlat) is generally the least significant term in the heat 

budget with magnitudes 4 to 10 times smaller than sensible fluxes. Evaporation (and 

consequentially, latent heat fluxes) is low for the region a result of high, SO% to 90% 
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relative humidity (Figure 16c). Low evaporative heat losses agree with observations 

in Cullather et al. [1998] who indicate that the west Antarctic Peninsula region is 

characterized by net precipitation over evaporation. 

Net long wave radiation (Qlw) is predominantly negative throughout the year, 

indicating that the ocean surface radiates more heat as long wave radiation than it 

receives. This arises because SST is generally warmer than the atmospheric temper-

atures throughout the year and because clouds remove part of the incoming radia

tion. The annual average for long wave radiation is approximately 30 W m-2 with 

modest variations created by changes in cloud cover and air temperature. There is 

an apparent seasonal trend in long wave radiation (Figure 18a), with winter values 

being slightly smaller than the summer. This reduction results from ice cover which 

reduces the area of open water, thus reducing the heat flux. 

5.1.2 Total heat budget for surface waters 

The time-integrated 1993 heat budget shows AASW losing more heat to the at

mosphere than it gains making it a source of heat for the atmosphere (solid line in 

Figure 23). Winter SST is warm (approximately _2°C) compared to the atmosphere, 

which is typically colder than -10°C, and winter sensible heat losses are in excess of 

100 to 150 W m-2 . This result indicates the importance of sea-ice since the large 

heat loss occurs only through the fraction of the ocean which remains ice-free. Un-

der the assumption that ice acts as a perfect insulator, sensible heat loss would be 

zero if the shelf were completely ice covered, thus eliminating this source of heat for 

the atmosphere. 

Despite AASW being a heat source for the atmosphere during 1993, there is 

no evidence in the hydrographic observations for the period showing that AASW 

experienced any significant cooling between the summer of 1993 and 1994 (Figure 

22a). This result agrees with the low net heating between 1993 and 1994 found by 
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Klinck [1998] which was typically on the order of 5 W m-2 (the actual net heating 

depended on the exact station but was never found to be in excess of 25 W m-2). 

The integrated 1993 heat budget (solid line in Figure 23) closes to within 25 to 30% 

of its maximum. Since there is no observed change in the heat content of AASW 

during the summers of 1993 and 1994 the heat lost must be accounted for by another 

source. Potential heat replacement processes include horizontal processes, vertical 

heat fluxes through the permanent pycnocline and heat exchanges between AASW 

and sea-ice. 

Conservative estimates for vertical heat flux from calculations in Klinck [1998J 

and Smith et al. [1999] are between 5 and 10 W m-2
. Including this persistent 

heat source to AASW in the integration (dashed line in Figure 23) indicates that 

5 W m -2 is more than enough heat to close the budget and predicts that AASW 

should gain heat throughout the year but closes the budget to within 10% to 15%. 

The integrated 1993 budget is closed within 5% of its maximum by including heat 

exchanges between AASW and the sea-ice with the persistent vertical heat flux cal

culated above (dotted line in Figure 23). The calculation is performed by prescribing 

a heat loss of 10 W m-2 when the GSFC SMMR/SSMI record indicates the presence 

of sea ice, an assumption which is later justified by the model results. 

The closure of the vertical processes in the above heat budget does not diminish 

the possibility that horizontal fluxes of heat (and salt) are necessary to completely 

close the budget; however, they do suggest that much of the local variability observed 

in AASW can be explained by vertical processes. A further indication of the validity 

of the budgets can be found by calculating average, net heating between individual 

1993 cruises (i.e., the slope of the curves in Figure 23) and comparing them to the 

observed changes in heat content within AASW calculated in Klinck [1998J. Average 

heating, cooling rates, from Figure 23 are on the order of ±50 W m-2 and are in 

agreement with values reported by Klinck [1998J. 
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5.1.3 Validity and limitations of the surface heat flux calculation 

The heat fluxes presented in Section 4.1.2 were calculated using data from around 

Palmer and Faraday Stations located mid-way along the Antarctic Peninsula (Figure 

8). The validity of the calculation for the remainder of west Antarctic Peninsula 

continental shelf remains to be demonstrated. The estimates of sensible and latent 

heat exchanges are particularly sensitive to atmospheric conditions which may be 

different offshore whereas short wave radiation is basically estimated from time and 

geographic location. Klinck and Smith [1995] compare the atmospheric conditions 

measured at Palmer Station to ship-based measurements recorded during the two 

month, cruises in fall, 1993 (Table 1). While air temperatures recorded at the station 

are fairly representative of the conditions over the shelf, wind speed and direction are 

poorly represented. Smith [1996] compared AWS data from Palmer Station to ASW 

data from other stations along the coast and found that there was an alongshore 

gradient in atmospheric temperatures with colder conditions to the south. Given 

these two results, care must be taken in interpreting heat flux calculations outside 

of the area surrounding Palmer and Faraday Stations. These results are reasonably 

accurate for a region within 50 km of Palmer Station (i.e., the arc where GSFC 

SMMR/SSMI data were extracted in Figure 8). Outside of this region, the results 

are likely qualitatively correct. The trends in the heat budget, and the relative 

importance of the individual components most likely stay the same; however, the 

magnitude of the calculations should change. 

5.2 Temporal variability in the winter heat budget 

All of the components of the heat budget exhibit variability on time scales of a few 

days to weeks (Figures 18a-c) which corresponds to time scales &<;sociated with the 

passage of synoptic low pressure systems through Drake Passage. In this section, 

the effects of one low pressure on the atmospheric conditions and heat fluxes will 
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be examined as the system passes through Drake Passage during the winter of 1993 

34). 

5.2.1 Temporal variability in the winter sensible heat budget 

reversals in temperature and wind direction often coincide with the 

of a low pressure cue',-n,,,, to the north of the Antarctic Peninsula (Figures 

34 and 35). For several days prior to the passage of a synoptic low pressure system, 

winds are out of the south and atmospheric temperatures are low. During this 

time, the total heat budget (dominated by sensible fluxes) is characterized by heat 

losses which are on the order of 100 VV m-2 (day 240 in Figure 18). When a 

low pressure system forms to the west of the Peninsula (Figure 34b) atmospheric 

temperatures increase, winds reverse and sensible heat changes becomes zero (and 

slightly positive) for several days. After the low pressure system passes the Antarctic 

Peninsula, air temperature drops, the wind reverse and large heat losses from AAS\V 

to the atmosphere occur. 

At the time of the passage of the low pressure system (day 230 to 250), the GSFC 

SMMR/SSMI ice record indicates a 33% reduction in ice cover (Figure 35c). vVhile it 

is tempting to link the reduction in ice cover to increased atmospheric temperature, 

and decreased sensible heat fluxes it is unlikely that ice melt is responsible for all 

of the change. Factors associated with ice motion, not included in this analysis, are 

also likely to playa role in this change. Winds blowing from the north would tend 

to pile ice along the coast (increasing A), while transporting ice south and out of 

the domain (decreasing Ad. Thermodynamic effects associated with ice melt will 

be discussed in more detail in the modeling section of this chapter. 

The cumulative effects of the passage of low pressure systems during 1993, and 

the impact that they have on atmospheric conditions along the Peninsula (Figure 

17) indicate that winds from the north (geostrophic flow around a low pressure 
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system) are associated with warmer conditions. This suggests that low pressure 

systems in Drake Passage have a significant impact on the overall heat budgets along 

the Antarctic Peninsula and suggests a link between the frequency and duration of 

storms and the warm/cold, low/high ice year relationship mentioned in Smith [1996]. 

5.2.2 The relationship between low pressure systems and interannual 
variability in the ice cycle 

The relationship between storms and ice cover along the shelf to the west of the 

Antarctic Peninsula h1h'l been suggested by Jacobs and Comiso [1993] who relate 

the extreme low ice year of 1989 to anomalously high winter temperatures, winds 

from the north and increased storminess. Jacobs and Comiso [1993] do not quantify 

the "increased storminess" statement; however, it is reasonable to assume that an 

increase in the frequency, and/or, duration of low pressures in Drake Passage may 

be associated with incre1h'led storm activity. 

The idea that synoptic, low pressure systems in Drake Passage result in warmer 

atmospheric conditions can be extended to include an argument which links the 

frequency and duration of these low pressure systems to the observed high and low 

ice years. A year with more frequent and/or longer duration low pressures in Drake 

Passage would tend to produce milder winters and lower ice coverage. Carleton and 

Fitch [1993] and Carrasco and Bromwich [1994] studied the relationship between 

synoptic low pressure systems and the outbreak of mesoscale cyclones after their 

passage of the Antarctic Peninsula. They indicate that after the passage of synoptic 

low, cold air outbreaks generate increased cyclonic activity. Van Loon [1991J indi

cates that the path of the synoptic low pressure systems are such that they either 

pass the Antarctic Peninsula, or stall in the South Pacific. The storms which stall in 

the South Pacific tend to produce winters with warmer, average winter temperatures 

and reduced ice cover. 

The monthly NCEP data described in Section 3.1.4 can be used to explore the 



102 

link among atmospheric surface pressures, temperature and ice concentration in the 

vicinity of the Antarctic Continent (Figure 36). Years with anomalously low atmo-

spheric pressures west of the Antarctic Peninsula correspond to years with above 

average winter temperatures. High and low ice years (Figure 9) correlate to the 

temperature and pressure anomalies (Figure 36). This relationship is especially ap

parent in the low ice years in 1983 and 1989 and the high ice year in 1986. Thus, the 

high/low ice year to cold/warm winter temperature correlation presented in Stam

merjohn and Smith [1996] can be extended to include the anomaly in atmospheric 

surface pressure. All of these relate back to the idea of an Antarctic Circumpolar 

Wave (ACW) introduced by White and Peterson [1996]. White and Peterson [1996] 

track atmospheric and oceanic conditions around the Antarctic Continent for several 

years and find a coupling between the atmospheric temperature, sea level pressure, 

SST and ice cover. They find a wave, which they call the ACW, in the variable 

anomalies (departure from a mean) which circles the Continent with a period of 

5 to 7 years. The role that low pressure systems play in determining atmospheric 

temperatures is related to the concept of an ACW and also relates to the obser

vations presented in Jacobs and Comiso [1993] who state that the low ice year of 

1989 corresponds to a time of "increased storminess". Results from the numerical 

model indicate that the direct mechanism for a high or low ice year is an increase 

or decrease of winter sensible heat flux which is directly related to the atmospheric 

temperatures. 

5.3 Modeled results 

5.3.1 Modeled heat fluxes and ice growth 

Modeled ice free heat fluxes agree with the heat budgets calculated using atmo-

spheric data from Faraday Station; an expected result, given that the same equa-

tions were used in both calculations. The only real difference between the ice free 
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Figure 36. August A) Pressure (mb) and B) Temperature (OC) anomaly for 
65°8. The vertical line indicates the location of the west Antarctic Peninsula 
shelf. Low ice years (1983 and 1989) and a high ice year (1986) are indicated 
with horizontal dashed lines for reference. 
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heat fluxes calculated from station data and the simulated heat fluxes is the use 

of modeled derived SST in the simulation. As already discussed, the overall heat 

budget is not sensitive to the choice of SST and therefore similarities between the 

calculations are not surprising. 

Modeled heat fluxes between AASW and the ice are on the order of 5 to 10 VV 

m-2 while the ice free heat fluxes are generally between 30 and 50 W m-2 with 

maximum heat losses on the order of 100 W m-2 . This result is consistent with 

Arctic simulations [Parkinson and Washington, 1979] where heat fluxes through the 

2% of the model which remained ice free were much larger than that through the ice. 

In this study, through ice heat fluxes were an order of magnitude smaller than those 

in the ice free regions. The difference between the the results in this study and those 

of Parkinson and Washington [1979] most likely results from the fact that the west 

Antarctic Peninsula shelf is generally covered by relatively thin ice as opposed to 

the thick ice conditions in the Arctic. The averaged through ice heat flux, reported 

above, excludes the large peak which occurs during the spring when the heat loss 

from AASW to the ice are calculated to be in excess of 100 W m-2
. This large heat 

flux lasts for a short period of time and drives the rapid melt at the end of the ice 

cycle. 

The result that simulated and calculated sensible heat fluxes were found to be 

orders of magnitude larger than latent heat fluxes is consistent with results from 

studies on the Ross Ice Shelf [Stearns and Weidner, 1993]. The low fluxes of latent 

heat result from the high relative humidities observed in the region (Figure 16c). 

5.4 Modeled ice cycle 

The simulated ice cycle reproduces well the GSFC SMMR/SSMI record capturing 

key features such as the timing of initial growth and the rapid spring melt (Figure 

25a). The modeled ice cycle also reproduces much of the higher frequency variability 
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observed in the ice field which is most likely associated with the passage of storms 

through Drake Passage. The model results agree with the observations from the 

open-ocean, heat flux calculation which indicate that the timing of the ice eycle 

is largely determined by net solar radiation while the ice extent is determined by 

sensible heat flux driven by atmospheric temperatures. 

Results from the model also suggest that modified-UCDW on the shelf influences 

overall iee thickness. Once AASW stratifieation is eroded (due to surface mixing, 

cooling and brine rejection), heat which is diffused vertically through the permanent 

pycnocline is available to melt the ice from underneath. Inereasing the heat in the 

sub-pyenocline waters inereases the overall heat available to AASW and reduces 

the overall ice thickness (Figure 31a,c). Similarly, increasing mixing reduces ice 

eoneentration (Figure 31b,d). As Martinson [1990] found for the Weddell Sea, this 

latter result indieates the importanee of the role of the double diffusive instability 

in the balance of heat and salt in AASW. The process increases the flux of heat to 

AASW without greatly increasing the exehange of salt (Figure 32). 

The simulations demonstrate that the two dominate terms in (23) are iee growth 

in the iee-free portion of the model (driven by sensible heat loss) and iee melt at the 

ice-ocean interfaee. These terms determines the net ice growth for a given period of 

time. The mid-winter reduetion in the GSFC SMMR/SSMI ice area (associated with 

the passage of a low pressure system through Drake Passage and diseussed in the 

previous section) is reproduced by the model (Figure 25a) suggesting that some of 

the reduction results from thermodynamic effeets. When atmospheric temperature is 

warm, sensible heat losses from AASW to the atmosphere are redueed thus shutting 

off ice growth in the portion of the model which remains ice free. When ice is not 

being formed in the open ocean, ice melt at the ice-ocean interfaee drives net ice 

melt (see day 240 in Figure 26a). While this argument does not rule out the effect 

of motion on iee reduetion, it does suggest that thermodynamics is important. 



I 
L 

106 

5.5 Modeled surface water hydrography 

The model reproduces typical temperature and salinity ranges observed in the hy-

drography as well as several key hydrographic features of the system such &<; mId 

and the top of the permanent pycnocline. In this section, these features will be 

discussed. 

5.5.1 Surface mixed layer and mixed layer depths 

The depth of the mixed layer, and the hydrographic character of the upper wa-

ter column, results from complex interaction between buoyancy forcing associated 

with surface thermodynamics (including ice processes) and momentum fluxes asso-

ciated with wind and ice induced motion. Surface cooling during the fall, and the 

subsequent brine rejection associated with ice formation, drive winter mId's to the 

depth of the permanent pycnocline (140 to 150 m). In addition to the buoyancy 

driven convective mixing, momentum flux under the ice is large and these combine 

to produce large turbulent fluxes (Figure 29) which also deepen the mixed layer. 

The absorption of short wave radiation through open leads during the spring 

drives a large heat flux to AASW which melts the ice over a period of a few weeks. 

This modeled, rapid ice melt, reproduces observations presented in Stammerjohn 

and Smith [1996J and is a strong indication that the input of solar radiation domi

nates the timing of the ice cycle. Ice melt generates a thin layer of fresh water at 

the surface of the model. Once all of the ice has melted, surface heating warms the 

surface layer increasing the surface stratification and generating a distinct seasonal 

pycnocline. It is between this seasonal pycnocline and the top of the permanent 

pycnocline where the distinct temperature minimum of WW is found. 

Models that use the free drift equations (Section 3.4.4) for ice velocity tend to 

overestimate the mld because of excessive ice velocity. The free-drift equations lack 

internal pressure terms (i.e., rheology) which results from horizontal gradients in 
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), re-

This is not shown, but is consistent with results reported in 

Ikeda [1989]. Despite this limitation of (34), the modeled depths of the con

vective, winter mixed layer agree well with observations (Figure 28) indicating that 

the higher than expected ice velocities do not invalidate the solution and indicates 

that the depth of the winter mixed layer is largely determined by surface buoyancy 

effects and the position of the permanent pycnocline. The mixing under the ice is 

sufficient to eliminate any stratification from mid-winter ice melt. 

The model fails to reproduce surface salinities which are fresher that 33.2 ob

served during the fall 1993 cruise [Smith et al., 1999] even after ice melt. Smith 

et aL [1999] indicate that stations occupied where the fresh water were sampled 

was near near Marguerite Bay most likely originates as glacial melt. The modeled 

salinity changes are consistent with the formation and melting of the amount of ice 

produced during the simulation and the prescribed precipitation. 

5.5.2 The depth of the permanent pycnocline 

During the winter, the permanent pycnocline is defined by the depth of the mixed 

layer and is generally found between the depths of 140 to 150 m (Figure 28a). As 

discussed in the previous section, winter AASW hydrography is characterized by 

well mixed conditions and no stratification. During the spring and summer, surface 

warming and fresh water input results in the formation of a seasonal pycnocline 

(Figure 4a). The seasonal pycnocline persists through the fall when intense fall and 

winter mixing (Figure 29a), once again eliminates surface stratification, and the 

seasonal pycnocline. 
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The formation of the seasonal pycnocline plays an important role in the position 

of the permanent pycnocline. When stratification exists in the upper 100 m of 

the water column, heat and salt fluxes from beneath the permanent pycnocline are 

trapped at the depth of WW warming it and increasing its salinity. The trapping 

of heat and salt appears as a slow lifting of the permanent pycnocline which occurs 

throughout the simulation while the surface of the model is stratified. Once the 

surface stratification is eliminated, the heat stored in WW is released for mixing 

with surface waters; thus, a direct link between the heat flux though the permanent 

pycnocline and the atmosphere/ice interfaces is established. This transfer is further 

enhanced by the intense winter mixing. 

5.5.3 Modified-CDW and double diffusion 

The warm, salty character of the sub-pycnocline water on the shelf differentiates the 

shelf to the west of the Antarctic Peninsula from other Antarctic shelf systems [Hof

mann and Klinck, 1998J. As discussed in the previous section, the heat flux through 

the permanent pycnocline may play an important role in the hydrographic character 

of WW and in the formation of ice. While the timing of the ice cycle appears to be 

determined by input of solar radiation (in particular short wave radiation) the ex

tent of winter ice is determined by a delicate balance between melting at the base of 

the ice and ice formation at the ice-ocean interface. To a large extent, atmospheric 

conditions control this balance; however, heat fluxes through the permanent pycno

cline definitely impacts growth at the ice ocean interface and therefore affect net ice 

production. The model indicates that heat fluxes through the permanent pycnocline 

are typically lOW m -2 which is also the average under ice heating suggesting that 

the heat supplied from beneath the permanent pycnocline drives winter ice melt, 

when atmospheric conditions would favor growth. 

For model simulations with warm sub-pycnocline temperature (i.e., consistent 
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with pure UCDW) the winter ice cover was reduced by nearly 50% while the model 

formed more ice for simulations with reduced deep temperatures. Changes in the 

sub-pycnocline hydrography affect the ice field primary after day 170 due to the 

presence of the seasonal pycnocline (Figure 2S). 

Double diffusion increases the flux of heat (primarily) and salt (slightly) through 

the permanent pycnocline to AASW which determining the character of WW. The 

importance of double diffusion to the overall heat budget is first presented in Smith 

et aL, [1999] and Klinck [199S] and explored in this study through its implementa

tion in the numerical modeL The results indicate that the process is important in 

determining the overall thickness of ice during maximum ice extent (Figure 31b,c) 

and the hydrography of WW (Figure 32). When double diffusion is not included 

in the model, WW does not warm sufficiently; however, if the background diffusion 

is increased to compensate for the under-heating then WW becomes too warm and 

salty (Figure 32). This result indicates that the differential transfer of heat and 

salt (more heat than salt) is important in determining the character of AASW, in 

particular WW. 

5.6 '!rends observed from the 16 year model run 

The long record of atmospheric data from Faraday was used to force the model 

over a 16 year period which coincides with the GSFC SMMR/SSMI ice area time 

series (Figure 9b). Modeled trends in the ice concentrations and the hydrographic 

response and mixed layer structure are discussed in this section. 

5.6.1 Modeled ice cycle 

The winter ice cover to the west of the Antarctic Peninsula is characterized by an 

inter-annual variability of high and low ice years which correlates to atmospheric 

conditions (Figure 9) [Jacobs and Comiso, 1993; Smith et aL, 1996; Stammerjohn 
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and Smith, 1996 and Stammerjohn and Smith, 1997J. In Section 4.3.4 the one 

dimensional model is forced with atmospheric conditions from Faraday and the 

resulting ice cycle reproduces this high/low ice cycle fairly well (Figure 33). Of 

particular interest is the model's ability to reproduce one of the highest and lowest 

ice years on record (1987 and 1989, respectively). In addition to the extremes, the 

model was able to reproduce many of the observed trends such as the consecutive 

high ice years of 1979-1982, which were immediately followed by three low ice years 

from 1983 to 1985. 

Given the vertical only character of the model used in the study, and its ability 

to reproduce many of the observed trends in the ice field, these results support 

the findings of Smith [1996J who suggests an atmospheric (that is, thermodynamic) 

control on the ice cover. This conclusion is also supported by the model results which 

suggest that the primary mechanism for winter ice growth is sensible heat loss during 

the winter months which is primarily driven by temperature differences between the 

atmosphere and the ocean. It also supports the concept of the ACW which may 

account for the observed inter-annual variability in atmospheric conditions along 

the Antarctic Peninsula. 

While the model does produce 1980 as a high ice year, it fails to indicate it as 

the highest ice on record (Figures 9b and 33a). One possible explanation for this 

mismatch is the exclusion of horizontal processes in the model and the numerical 

treatment of the sub-pycnocline water which are nudged to hydrographic conditions 

imposed from 1993 data. Given the persistent character of sub-pycnocline waters 

[Hofmann et al., 1996], over decadal time scales, the use of 1993 data throughout the 

simulation is a reasonable first assumption. However, the sensitivity of the modeled 

ice cover to changes in the parameterization of double diffusion, and the temperature 

of the modified-UCDW (Section 4.3.3) suggests that the difference in the modeled 

ice cover could be explained by changed temperature of the sub-pycnocline waters. 
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The data record does not contain detailed observations of the shelf waters for 1980; 

however, if the waters were colder than the average temperature used in the model, 

the difference would be explained. 

5.6.2 Hydrographic response 

The trends in the ice field which were discussed in the previous section, and the 

relationship between the ice and the atmosphere have been understood for several 

years. Unfortunately, the lack of a long time series of high quality hydrographic 

data for the region has limited investigations to the atmosphere and the ice cycle 

while the ocean's role has not been included. This analysis based on an observation 

of a model permits the ocean's role to be investigated. 

Of particular interest from the model results are the depth of the mixed layer 

and the permanent pycnocline. A time series of these parameters are available from 

the hydrographic data but are important in understanding the system's physics and 

biology. Model results indicate that the warm/cold to low/high ice year linkage can 

be extended to include shallow/deep winter mixed layers (Figure 33a). The depth 

of the permanent pycnocline was generally found 40 to 50 m deeper during high ice 

years as compared to low ice years. 

Additionally, spring mid was found to be shallower and more stable following 

a high ice year. This results from an increased input of fresh water from ice melt. 

Results also suggest that years following high ice cover would favor stability in the 

surface waters and increase primary production. 

While the results from the sixteen year simulation are interesting, they must be 

interpreted with caution. The model used for these simulations is only a vertical 

model and neglects horizontal processes on ice dynamics and thermodynamics. The 

low ice years, which appear to coincide with years of increased low pressure activity 

in Drake Passage (Figure 36) would also be years when prevailing, geostrophic winds 
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from the north would compress ice against the coa..':lt, closing leads and producing 

thicker ice cover. These dynamics oppose the thermodynamic tendency increased 

atmospheric temperatures to reduce overall ice cover. A full investigation of horizon-

tal processes would require a more elaborate numerical model capable of simulating 

ice convergence/divergence. 
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CHAPTER 6 

SUMMARY AND CONCLUSIONS 

The oceanic and atmospheric observations combined from ship and station obser

vations near Palmer Station provide an excellent source of data for the investigation 

of air/ice/sea interactions along the region to the west of the Antarctic Peninsula. 

These data also provide the basis for the development of numerical models which 

are used to further investigate the physical processes in the system, its temporal 

variability and the oceanic response to atmospheric and ice driven surface buoyancy 

forcing. The observations and the results from the simulations are summarized in 

this chapter. 

6.1 Hydrographic observations 

Hydrography observations along the west Antarctic Peninsula are used to charac

terize the shelf waters as consisting of a two layer system. AASW occupies the 

upper 100 to 200 m of the water column and exhibits hydrographic variability on 

time scales consistent with atmospheric heating, cooling and ice related buoyancy 

forcing. A distinct permanent pycnocline separates AASW from a deeper layer of 

water with oceanic origin originating in the ACC as UCDW. This lower layer of 

water has relatively warm temperatures (> 1.4°C) and high salinities (> 34.6 psu) 

and exhibits very little variability on seasonal, annual and decadal time scales. 

Klinck [1998] and Smith et al.[1999] propose that the deep, modified-UCDW 

forms as pure UCDW, from the ACC, intrudes on the the shelf and diffuses heat and 

salt vertically through the permanent pycnocline to the cooler, fresher AASW (WW) 

above. The authors test a first order balance of horizontal and vertical transfer 

of heat and salt and find that the balance is consistent with reasonable oceamc 

parameters. Calculations presented in this study support this finding and suggest 
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that the hydrographic character of the sub-pycnocline waters can be maintained 

with horizontal eddy diffusion coefficients on the order of 10 m2 S-l which balance 

vertical diffusive losses from modified-UCDW to AASW (WW). 

Simple double diffusive calculations based on .6. T~ models and model results 

indicate that vertical diffusion of heat (mainly) and salt (slightly) are enhanced by 

double diffusion. Model results suggest that double diffusion accounts for at least 

50% (5 to 10 W m-2 ) of the total heat transferred through the permanent pycnocline 

while the prescribed background diffusion accounts for the rest. Furthermore, double 

diffusion allows for a differential vertical transfer of heat and salt which appears to 

be necessary for the proper hydrographic character in the bottom portion of AASW 

(WW). 

6.2 Vertical and horizontal fluxes of heat and salt 

The atmospheric data from the vicinity of Palmer Station are used to estimate 

surface rates of heating and to rank the importance of individual terms in the 

heat overall budget. Using these data, net atmospheric heating, and cooling, rates 

between the 1993 Palmer-LTER cruises are estimated to be ± 50 W m-2 . These 

estimates agree with calculations presented in Klinck [1998] who used measured 

oceanic temperatures to estimate the required heating, and cooling, necessary to 

produce the observed hydrographic changes between the same cruises. 

The results from the open-ocean heat budget (Section 4.1.2) indicate overall 

exchanges of heat at the atmosphere/ice/ocean interface are on the order of ± 150 

to 200 W m-2 . The net heat budget for 1993, estimated by integrating the time 

series of calculated heat fluxes, balances giving a net heating near zero W m -2. This 

net result near zero requires the assumption that heating from below the permanent 

pycnocline is a persistent process throughout the year and that, on average, 10 W 

m-2 of heat is lost from AASW to sea ice when sea ice is present. These two 
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assumptions are supported by the results of the model analysis. 

Given the magnitude of the open-ocean, atmospheric heat fluxes, (('V ± 150 

to 200 W m-2 ) and the closure of the integrated budget, two general conclusions 

can be made: 1.) heat fluxes at the atmosphere/ocean interface account for most 

of the vertical exchanges of heat, and 2.) local atmospheric conditions along the 

west Antarctic Peninsula account for much of the observed variability in the shelf's 

hydrography. The ability of the vertical model to reproduce the high/low ice cycle 

means that local atmospheric conditions control ice processes along the region to 

some extent. This result is consistent with the work of Smith et al. [1996] and 

Stammerjohn and Smith [1996] who link the high/low ice years along the Peninsula 

to cold/warm atmospheric conditions. 

During the summer months, the surface heat flux is dominated by incoming 

short wave radiation on the order of 200 W m-2 and occurs at a time when sensible 

heat losses are small because atmospheric and oceanic temperatures are similar. 

During the fall and through the winter, atmospheric temperatures can reach lows 

below -15°C while SST is clamped by the freezing point (Tf rv _2°C). The large 

differential between atmospheric and oceanic temperatures (with the atmosphere 

being cooler) leads to high rates of sensible heat loss and dominates the winter heat 

budget. Open-ocean, wintertime, sensible heat losses can be in excess of 100 to 150 

W m - 2 , producing ice formation in the portion of the ocean which remains open 

(i.e. leads). 

Other terms in the surface heat budget play a less significant role in the overall 

heating. Net long wave radiation is on the order of 30 W m-2 and is a persistent 

throughout the year; high values of relative humidity (('V 90%) diminishes the im

portance of latent heating in the region. Latent heating is typically one tenth that 

of the sensible heating. 
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6.3 Momentum fluxes, vertical mixing and the depth of the 
mixed layer 

Mixed layer depths from observations and those from the model are consistent with 

each other (Figure 28). While mixed layer depths from hydrographic observations 

give an accurate, detailed account of the surface density structure during the times 

of the observations, the model provides a tool for evaluating the physical processes 

which determine the depth of the mixed layer and provides insight into the time evo-

lution of characteristics within AASW. Model results indicate that ice formation, 

brine rejection, surface cooling and ice driven mixing produce well mixed hydro-

graphic conditions which extend to the bottom of AASW (150 to 200 m). 

Well mixed conditions persist throughout the winter until the ice retreats dur

ing the spring melt. During this retreat, a thin layer of fresh water forms at the 

surface of model which warms and stabilizes the surface. Beneath this layer, a sea

sonal pycnocline forms separating the wind mixed layer at the surface (top 10 to 20 

m) from the temperature minimum found at depth indicating the position of the 

bottom of AASW (WW). This seasonal pycnocline forms a density barrier to the 

vertical mixing of heat and salt, trapping the heat and salt which is mixed from 

below the permanent pycnocline in the WW. This heating through the permanent 

pycnocline slowly erodes the hydrographic character of WW resulting in a lifting of 

the permanent pycnocline. 

Stratification within AASW persists through the summer until the subsequent 

fall when surface cooling and wind mixing drives the mixed layer deeper. The mixed 

layer is reset to its winter depths when ice forms during the next winter. As the 

winter mixed layer is reset, it erodes the heat stored in WW which was trapped by 

the existence of the seasonal pycnocline. An important period of time in the model 

simulations occurs when the surface mixed layer is driven back to the depth of the 

permanent pycnocline. At this time, the stratification within AASW is eliminated 
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and heat from modified-UCDW are no longer impeded from the surface and 

become available to the atmosphere (in the portion of the ocean which Ice 

and to the The from the model indicate stratification 

within AAS\V is eliminated, under ice growth rate from a term, 

to a persistent ice loss term the overall ice growth, 

Within AAS\V, eddy diffusion coefficients are quite large and range from 0.01 to 

0.001 m with the higher coefficients occurring in the winter under the influence 

of ice formation and ice driven mixing. Diffusion coefficients within the permanent 

pycnocline are typically on the order of 1 x 10-4 
1 and are enhanced by double 

diffusion. 

6.4 Ice processes 

The timing of the ice cycle is largely determined by the input of short wave radiation 

while the extent of the ice at winter maximum (i.e., thickness and/or concentration) 

is determined by sensible heat losses at the air/ocean interface. These sensible heat 

losses drive freezing rates in the open ocean which can exceed several centimeters 

per day. The primary balance in the ice growth equation is between growth at 

open ocean and ice melt at the ice-ocean interface. The balance between these two 

processes determines whether or not ice is forming or melting. 

The presenee of warm, oeeanic water beneath the permanent pyenocline de

termines the thickness of the iee at maximum iee extent. It does not, however, 

seem to affect the timing of the onset of ice formation or spring melt. Likewise, 

the parameterization of heat fluxes through the permanent pyenocline is significant 

in determining the overall extent of the winter iee thickness. Model results from 

sensitivity tests indieate that ice cover is reduced by as much as 50% when consid

ering double diffusion in the vertical transfer of heat as eompared to when it is not 

included. 
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6.5 Temporal variability and winter storms 

An interesting result is that ice growth can be stopped, and reversed (ice melt), in 

mid-winter by large temperature reversals, which occur on time scales coincident 

with the passage of synoptic low pressure systems through Drake Passage, as seen 

in atmospheric data collected at Palmer Station. Several mid-winter temperature 

reversals are seen in the atmospheric data collected at Palmer Station (Figure 16b). 

The response in the resulting heat budgets and ice growth rates are also observed 

(Figures 18c and 26b). During several of these mid-winter episodes where atmo

spheric temperatures warm by 15 to 20°C and ice cover in the model is reduced by 

up to 40%. 

The occurance along the west Antarctic Peninsula of warm (cold) winters low 

(high) ice cover [Smith et al., 1996] is linked to the frequency and duration of 

synoptic low pressure systems in and around Drake Passage. An investigation using 

data from the NCAR/NCEP re-analysis project suggests that a suite of coupled 

anomalies (i.e., atmospheric pressure at sea level, atmospheric temperatures, SST 

and ice cover), termed the ACW, manifests itself along the west Antarctic Peninsula 

and supports concept of high/low ice years. 

6.6 Relevance to other studies and concluding remarks 

Biologists who study the waters to the west of the Antarctic Peninsula are interested 

in the sometimes complex density structures which form within AASW under the 

competing forces of wind mixing, ice driven buoyancy forcing, surface heating and 

cooling. These forces act to determine the hydrographic character of the surface 

waters along the west Antarctic Peninsula. Understanding these processes is crucial 

to understanding the biology for the region. 

During the winter, brine rejection, surface cooling and intense wind and ice 

driven mixing combine to drive deep well mixed layers within AASW. These COll-
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ditions do not favor biological organisms which have little, or no ability, to control 

their position within the water column. Conversely, the shallow, stable surface 

mixed layers which form in the spring during ice melt are conditions which highly 

favor large blooms of phytoplankton. These concentrations of phytoplankton are 

the fundamental basis for the region's food web. 

The presence of modified-UCDW on the shelf, introduces a unique source of heat 

and salt to the shelf waters. This heat source is available to interact with the ice 

and atmosphere along the west Antarctic Peninsula and has potential impact on 

both biological and atmospheric sciences. 

The results from this study are intended to form the basis for future work in the 

the region. The processes investigated here should lend insight into the development 

of two- and three-dimensional ice-ocean modeling studies which will be able to di

rectly investigate horizontal processes and how they affect ice cover and biological 

processes along the west Antarctic Peninsula. 
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