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Good Read: Data Grids, Collections, and Grid Bricks 
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This article provides a peek under the hood of the San Diego Supercomputer  
Center system that is providing distributed archival storage to scientific  
communities. The SDSC 'data grid' federates access to a network of diverse but  
linked storage systems and involves both the Storage Resource Broker (SRB) and  
the Metacat System. Such a system hides the infrastructure dependencies that arise  
in establishing user administration while also providing public access to multiple  
data collections. The design for the grid scales modularly through the use of grid  
bricks, where each grid brick is a terabyte array of disk drives that create ready  
access by storing one collection. The scalability technique involves replication of a  
service by copying both programs and data. Grid bricks are in use at SDSC, under  
the SRB data management system, serving in the dual roles of primary access  
and/or back up storage.  
 
 At the NPACI URL two related papers can be found: 'MySRB and SRB -  
Components of a data grid' (Rajasekar et al, 2002) and 'Storage Resource Broker -  
Managing distributed data in a grid' (Rajasekar et al, submitted). The grid brick  
concept grows from the disk farm and cyber brick language laid out in Devlin et  
al, 2002 (http://www.clustercomputing.org/content/tfcc-4-1-gray.html) 

 


